Knuth is said to have described Computer Science as “that part of mathematics in which $\log \log n = 3$”. In this talk I will consider only some parts of Computer Algebra, and the even more special case when $\log n = 3$, or even less, and where compactness of the algorithm itself, as well as the data structures, is important.

**g.c.d.** This has been a bugbear of computer algebra for over forty years, and has given rise to many solutions, some of then truly heroic [CGG84, DP85]. Though difficult to prove, the subresultant algorithm [Col67] is quite short to program, and its intermediate expression swell does not manifest itself on small examples. It may well be worth considering the trial division variant of [Hea79].

**Factoring** (of univariate polynomials). This has been a challenge for almost as long as the g.c.d. problem, and is still far from being solved, as significant improvements keep on being made [vH02]. Nevertheless, if $\log n = 3$, we can devise a relatively simple algorithm on the following lines.

1. To factor mod $p$, use Cantor–Zassenhaus [CZ81].
2. Possibly use several primes — see question 1 below.
3. Having decided that there is a viable factorization, we have to lift it $p$-adically. Again, we note that while an optimal lifting is a very complicated body of code, linear lifting [DST93, p. 168], with imposed leading coefficients [DST93, pp. 174–5], is not.
4. Obviously, any $p$-adic factor which divides over the integers is a true factor. If this doesn’t happen, we have two choices.
   (a) Do appropriate recombinations and trial divisions. The code is not lengthy, but the running may well be, since most optimisations ([ABD85] is possibly a counterexample) will substantially lengthen the code.
   (b) Just give up, and declare “I couldn’t find any factors, but they may nonetheless exist”. In practice, this may well be acceptable on a compact system.
**Factoring** (of multivariate polynomials). It’s not clear to this author that this is worth implementing.

**Integration** Here the Risch–Norman [NM77] algorithm can be quite short to program, and, while not a full decision procedure, is complete on a reasonable range of transcendental integrands [Dav82]. There is a recent extension [Kau08], which looks promising on many cases of algebraic integrands. Here the aim would be to integrate correctly many common cases, while not guaranteeing that “I can’t” is equivalent to “no-one can”.

**Open Research Questions**

**Question 1** How many primes $p_i$ should we factorize modulo in step 2 above before deciding that we have a compatible factorization, and should proceed to Hensel lifting.

[Mus78] suggests that the answer is 5, though there are heuristic arguments that this should grow as $\log \log d$, where $d$ is the degree of the polynomial to be factored. If $d$ is small, can we get away with less?
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